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Nonconservative charged-particle swarms in ac electric fields

R. D. White,1 R. E. Robson,1 and K. F. Ness2
1School of Computer Science, Mathematics and Physics, James Cook University, Cairns QLD 4870, Australia
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A time-dependent multiterm technique has been developed and employed to solve the space- and time-
dependent Boltzmann equation for charged-particle swarms in ac electric fields. This technique allows for the
accurate calculation of both the full set of transport coefficients and the phase-space distribution function. This
technique avoids restrictions on the field amplitude and frequency and/or the charged-particle to neutral
molecule mass ratio traditionally associated with many contemporary investigations. To our knowledge, it
represents the first rigorous treatment of the explicit effects of nonconservative processes on transport coeffi-
cients in ac electric fields. The phenomena associated with these explicit effects of nonconservative processes
are striking~e.g., negative phase lags in the drift velocity for an attaching gas!, and the errors associated with
traditional treatments of ionization and attachment on the transport coefficients are highlighted.
@S1063-651X~99!05512-9#

PACS number~s!: 51.10.1y, 52.25.Fi, 52.25.Jm, 52.80.Pi
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I. INTRODUCTION

Future generation plasma discharge technologies req
an accurate knowledge of the transport properties of cha
particles~and other constituents! in gases under the influenc
of space and time varying electric and magnetic fie
throughout the entire discharge@1#. In the bulk of a weakly
ionized ac plasma discharge, however, far away from
influence of the electrodes, the electric field, though still
riodic in time, is approximately spatially homogeneous, a
one may consider the boundary free problem often refe
to as the swarm problem@2#. Much research has been in
vested in this problem dating back to the pioneering works
Holstein @3#, Margeneau and Hartman@4#, and McDonald
and Brown @5#. Considerable contributions have also be
made by Winkler and co-workers@6,7#, Makabe and co-
workers @2,8–10#, Ferreira and Loureiro@11,12# and others
@13# under conditions of spatially homogeneous number d
sity. More recently, interest has centered on the calcula
of transport coefficients in ac electric fields in the presence
spatial gradients in the number density, lead by investi
tions at Keio University@10#, the University of Belgrade
@14,40,41# and James Cook University@15–18#. These works
have unearthed a variety of new phenomena, the most
portant of which is ‘‘anomalous anisotropic diffusion.’’ Re
views of this phenomena can be found in Refs.@10,16–18#.
Of particular note is the recent study involving an addition
time-dependent magnetic field@40#. However, despite the
pivotal role of nonconservative processes in these
charges, e.g., attachment and electron impact ionization
the present there has been no systematic study of the i
ence of these processes on the transport coefficients per
the bulk plasma under the influence of an ac electric field
a previous paper@18# we briefly reported preliminary inves
tigations highlighting the magnitude of errors associated w
neglecting the explicit effect of nonconservative proces
on the transport coefficients. These results were verified
the benchmark Monte Carlo simulations performed by
group at the University of Belgrade@41#. It is the primary
PRE 601063-651X/99/60~6!/7457~16!/$15.00
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aim of this paper to present the first systematic study
nonconservative processes in gases in ac electric fields.
highlight the necessary ingredients for the accurate calc
tion of the transport coefficients up to diffusion in the pre
ence of nonconservative processes, and emphasize the p
cal implications which arise from their explicit inclusion.

Care must be taken when nonconservative processes
operative to ensure the calculated quantities are what
measured or measurable@19#. In this context, it is the
‘‘bulk’’ and not the ‘‘flux’’ transport coefficients upon which
we focus attention. Generally speaking, this distinction h
been ignored in all previous work in the plasma modeli
community, and even those in the swarm physics field
some cases. At this point we wish to especially to soun
warning to plasma fluid modelers who implement swa
data, to be aware of the differences in the two sets of tra
port coefficients~bulk and flux!, and to ensure the swarm
data are employed correctly. We defer a full discussion
this to a future publication@42#. In this paper we present th
required theoretical treatment of the nonconservative cor
tions, and highlight differences in origin and magnitudes
the bulk and flux transport coefficients in ac electric field

The philosophy of our approach is that we build, whe
possible, upon the extensive experience gained over the
cades from the dc theory. The aim is to overcome the res
tions which have in the past plagued ac field studies, part
larly the following.

~i! We present a multiterm technique whereby the num
of spherical harmonics employed is incremented until
specified accuracy criterion is satisfied. Assumptions
quasi-isotropy of the velocity of the distribution functio
@3–6,11,13,20#, avoiding the ‘‘two-term’’ spherical har-
monic approximation.

~ii ! We retain the temporal dependence of all compone
of the spherical harmonic expansion i.e., we avoid the
strictions associated with quasistationary approximati
@3,6,20#, effective field approximations@3,5,11#, and low-
order Fourier series approximations@4,8,12#.

~iii ! We make no assumptions about the ratio of t
7457 © 1999 The American Physical Society
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7458 PRE 60R. D. WHITE, R. E. ROBSON, AND K. F. NESS
charged particle to the neutral particle. The code is equ
valid for electron and ion swarms.

In this paper, like all preceding works on transport co
ficient calculations in ac electric fields involving the Bolt
mann equation, the time-dependent hydrodynamic regim
assumed to be described by a linear functional~a density
gradient expansion! of the instantaneousnumber density.
Justification for this assumption is given in the Appendix.
Sec. II we substantiate the existence of a time-depen
hydrodynamic regime, and identify the differences in t
bulk and flux transport coefficients. The spherical harmon
decomposition of the Boltzmann equation of Robson a
Ness@21# and subsequent Sonine polynomial expansion@22#
~hereafter referred to as I! is then generalized to include a
explicit time-dependence. In Sec. III we highlight the e
plicit effect of the nonconservative processes of attachm
and ionization on the transport coefficients in ac elec
fields over a large range of applied frequencies.

II. THEORY

The governing equation describing a swarm of charg
particles moving through a background of neutral molecu
in a time-dependent electric field is given by Boltzmann
equation for the phase-space distribution functionf (r,c,t):

] f

]t
1c•“ f 1

eE~ t !

m
•

] f

]c
52J~ f !. ~1!

Here r andc denote the position and velocity of the swar
particle at timet, respectively;e and m are the charge and
mass of the swarm particle, respectively; andE is the electric
field strength. We assume that swarm conditions pre
where the charged particle number density is much less
number density of the neutral species, rendering the collis
operator linear inf (r,c,t). The right hand side of Eq.~1!
thus denotes the linear charged-particle-neutral-mole
collision operator, accounting for elastic, inelastic, supere
tic, and nonconservative~e.g., ionizing, attaching, etc.! col-
lisions. The details of the collision operators used are lef
Sec. II D 3.

A. Time-dependent hydrodynamic regime

Experimental investigations of swarm behavior are gen
ally made by sampling charged particle currents or char
particle densities:

n~r,t !5E f ~r,c,t !dc. ~2!

The connection between experiment and theory is m
through the equation of continuity

]n~r,t !

]t
1“•G~r,t !5S~r,t !, ~3!

where G(r,t)5n^c& is the swarm particle flux, andS(r ,t)
represents the production rate per unit volume per unit t
arising from nonconservative collisional processes.

In the context of static fields@23,24#, transport coeffi-
cients are generally defined in connection with the hydro
ly
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namic regime. This regime exists when the system
evolved to a stage independent of the initial state of the s
temand the space-time dependence off (r,c,t) and its veloc-
ity moments are expressible entirely in terms of linear fun
tionals of n(r,t). In consideration of transient effects an
time-dependent fields there is an additionalexplicit source of
time dependence in addition to theimplicit time-dependence
associated with the number density. To determine trans
coefficients under these circumstances we assume a t
dependent hydrodynamic regime: The time-dependent
drodynamic regime requires that the system has evolved
stage where the spatial dependence off (r,c,t) and its mo-
ments are linear functionals ofn(r,t). A sufficient functional
relationship betweenf (r,c,t) ~and associated velocity mo
ments! and n(r,t) in the time-dependent hydrodynamic r
gime is a density gradient expansion with time-depend
expansion coefficients

f ~r,c,t !5 (
k50

`

f ~k!~c,t !(~2¹!kn~r,t !, ~4!

where f (k)(c,t) are time-dependent tensors of rankk, and(
denotes ak-fold scalar product.

Assuming the functional relationship~4!, the flux G(r,t)
and source termS(r,t) in Eq. ~3! are expanded as follows:

G~r,t !5W~! !~ t !n~r,t !2D~! !~ t !•“n~r,t !, ~5!

S~r,t !5S~0!~ t !n~r,t !2S~1!~ t !•“n~r,t !

1S~2!~ t !:““n~r,t !, ~6!

whereW(!)(t) andD(!)(t) define theflux drift velocity and
flux diffusion tensor, respectively. Substitution of expansio
~5! and ~6! into the continuity equation~3! yields the time-
dependentdiffusion equation,

]n

]t
1W~ t !•“n2D~ t !:““n52Ra~ t !n, ~7!

where we define thebulk transport coefficients

Ra~ t !52S~0!~ t ! loss rate, ~8!

W~ t !5W~! !~ t !2S~1!~ t ! bulk drift velocity, ~9!

D~ t !5D~! !~ t !2S~2!~ t ! bulk diffusion tensor. ~10!

We re-emphasize here that one should be cautious in
implementation of swarm data into fluid models when no
conservative collisional processes are involved. One sho
be aware of the differences in the definitions of both sets
transport coefficients, and ensure that the data employe
their theories is consistent with data required by their theo
The results in Sec. III demonstrate the often large differen
in the magnitudes and profiles between the two sets of tra
port coefficients. Of course, in the absence of nonconse
tive processes, the bulk and flux transport coefficients co
cide.

Expansion~4! was employed in the determination of a
swarm transport coefficients@10,14,16–18# without due con-
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sideration~if at all! to the origin, approximations and limita
tions of such an expansion. In particular we highlight thr
important points.

~i! Such an expansion assumes the spatial dependen
all quantities is carried entirely by theinstantaneousnumber
density and its instantaneous spatial derivatives. The sp
time variation of quantities is not influenced by the numb
density at times previous to this. The restrictions associa
with this ‘‘instantaneous density approximation’’ are di
cussed in the Appendix.

~ii ! Expansion~4! is just one way of representingf in the
hydrodynamic regime. It is emphasized that Eq.~4! is a suf-
ficient, but not necessary, condition in that sense. Such
representation is nevertheless mandatory if transport co
cients are to be defined. Expansion~4! is thus useful for-
mally, though for practical purposes the expansion conver
rapidly only for small gradients, and it would not be appr
priate, for example, in sheath regions. A common misc
ception is that the hydrodynamic regime presupposes s
gradients. It is the assumption of the functional form~4!
which restricts the applicability to small gradients, not t
assumption of a time-dependent hydrodynamic descrip
per se. Such an expansion~or equivalent representation! is
required whenever time-dependent hydrodynamic trans
coefficients are to be calculated, as in the present paper

~iii ! The functional form ~4! can also be generate
through a perturbation or successive approximation solu
of the Boltzmann equation by treating only the spatial d
rivative term as a perturbation. One should compare this w
the Chapman-Enskog solution of the Boltzmann equa
@25#, which treats the entire left hand side of the Boltzma
equation~1! as the small term and the hydrodynamic soluti
@26# which treats only the temporal and spatial variati
terms as small.

These points aside, once we establish the same functi
form for thespatial dependence of the phase-space distri
tion function in the time-dependent hydrodynamic regime
that associated with the steady state case, the details o
spherical harmonic–Burnett function decomposition of
Boltzmann equation under time-dependent hydrodyna
conditions closely follow those associated with the stea
state decomposition@21,22#. In what follows we briefly re-
view the decomposition of the Boltzmann equation, hig
lighting the differences between the time-dependent
steady state procedures where appropriate.

B. Spherical harmonic decomposition of Boltzmann equation

The directional dependence of the phase-space distr
tion function in velocity space is represented in terms o
spherical harmonic expansion

f ~r,c,t !5(
l 50

`

(
m52 l

l

f m
~ l !~r,c,t !Ym

@ l #~ ĉ!, ~11!

where ĉ represents the angles ofc. In the time-dependen
hydrodynamic regime, for our coordinate system, the spa
dependence is represented by

f m
~ l !~r,c,t !5(

s50

2

(
l50

s

f ~ lmusl;c,t !Gm
~sl!n~r,t !, ~12!
e
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whereGm
(sl) is the irreducible gradient operator@21#. Finally,

the speed dependence of the above coefficients is repres
by an expansion about a Maxwellian at an arbitrarytime-
dependenttemperatureTb(t), in terms of Sonine polynomi-
als,

f ~ lmusl;c,t !

5w(a~ t !,c) (
n850

`

F(n8lmusl;a~ t !,t)Rn8 l(a~ t !c), ~13!

where

Rn l(a~ t !c)5Nn lS a~ t !c

&
D l

Sl 11/2
~n! S a2~ t !c2

2 D , ~14!

w(a~ t !,c)5S a2~ t !

2p D 3/2

expH 2
a2~ t !c2

2 J , ~15!

a2~ t !5
m

kTb~ t !
, ~16!

Nn l
2 5

2p3/2n!

G~n1 l 13/2!
, ~17!

and Sl 11/2
(n) (a2(t)c2/2) are Sonine polynomials. The require

ment for a time-dependent zeroth-order approximation
details as to the choice of the convergence parameterTb(t)
are left to Sec. II D 1. The momentsF(n lmusl;a(t),t) sat-
isfy the parity, symmetry, reality, and normalization cond
tions @I.4# and @I.5#.

Using the orthonormality conditions of the spherical ha
monics and modified Sonine polynomials, the following ge
eralization to the time-dependent regime of the hierarchy
kinetic equations@I.16#, @I.18#, and@I.20# follows:

(
n850

`

(
l 850

`

@] tdnn8d l l 81n0Jnn8
l (a~ t !)d l l 82Ra~ t !dnn8d l l 8

1 ia~ t !a~ t !~ l 8m10u lm!^n l iK @1#in8l 8&

2n0J0n8
0 (a~ t !)F(n l0u00;a~ t !,t)

3~12ds0dl0!d l 80dm0#F(n8lmusl;a~ t !,t)

5X̄(n lmusl;a~ t !,t), ~18!

~n,l !50,1,2, . . . ,̀ , umu<min$ l ,l%, s1l5even,

where Ra is the attachment rate, and is discussed in S
II D 2. The right hand side vectors remain unchanged~aside
from the time dependence in the moments!, and explicit ex-
pressions for the required members are given by Eqs.@I.16#,
@I.18#, and@I.20#. The reduced matrix elements of the col
sion operator, velocity derivative, and velocity are given
Eqs.@I.11#, @I.12a#, and@I.12b#, respectively.

The only explicit difference in the hierarchies of kinet
equations associated with the static hydrodynamic and ti
dependent hydrodynamic regimes is the inclusion of the p
tial time-derivative operator in the coefficient matrix. Th
ramification of this on the spatially homogeneous mem
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(s,l50,0) of the hierarchy is particularly striking. In th
presence of nonconservative processesand a time-varying
field ~no matter how slight!, this member is no longer a tru
eigenvalue problem. The implications of the physical int
pretation of the spectrum of eigenvalues in the steady s
problem @21# do not appear to carry over. In the period
steady state, Floquet theory@27# may give relations to thes
eigenvalues, but this is by no means obvious.

An implicit finite difference scheme is employed to eval
ate the partial time derivatives in~18!. It is advantageous to
discretize in time at this final stage, to avoid the approxim
tions associated with finite differencing the continuity equ
tion. Discretizing in time at thenth time step, each elemen
of the hierarchy is evaluated at the same basis tempera
Tb

n . If the time step isDt, then the partial derivative at th
nth time step is approximated by

]

]t
F(n lmusl;a~ t !,t)U

a5an ,t5nDt

5
Fan

n ~n lmusl!2Fan

n21~n lmusl!

Dt
, ~19!

where

Faa

b ~n lmusl!5F(n lmusl;a~ ta!,tb). ~20!

The quantityFan

n21(n lmusl) is expressed in terms of th

calculated moment at the (n21)th stepFan21

n21 (n lmusl), via

the linear relation@28#

Fan

n21~n lmusl!5 (
n850

n

Ann8
l

~mnn21!Fan21

n21 ~n8lmusl!,

~21!

where

Ann8
l

~m i j !5
N̄n8 l

N̄n l

m i j
n811/2l ~12m i j !

n2n8

~n2n8!!
~22!

m i j 5S a i

a j
D 2

, Nn l
2 5

2p3/2

n!G~n1 l 13/2!
5

1

~n! !2 Nn l
2 .

~23!

Consistency requires

Ann8
l

~1!5dnn8 . ~24!

C. Transport properties

The transport coefficients are related to the calculated
ments via

Ra
n5n0 (

n850

`

J0n8
0

~an!Fan

n (n800u00), ~25!

Wn5
i

an
Fan

n (010u00)2 in0 (
n851

`

J0n8
0

~an!Fan

n (n800u11),

~26!
-
te

-
-

re

o-

DL
n52

1

an
Fan

n (010u11)2n0 (
n851

`

J0n8
0

~an!@Fan

n (n800u20)

2&Fan

n (n800u22)#, ~27!

DT
n52

1

an
Fan

n (011u11)2n0 (
n851

`

J0n8
0

~an!FFan

n (n800u20)

1
1

&
Fan

n (n800u22)G , ~28!

where the components involving summations constitute
explicit nonconservative effects on the transport coefficien
while the remainder constitute the flux contribution.

The spatially homogeneous mean energy«(t) and the
gradient energy vectorg(t) @16,17#, defined through a den
sity gradient expansion of the average energye(r,t),

e~r,t !5
1

n~r,t ! E 1

2
mc2f ~r,c,t !dc5«~ t !1g~ t !•

“n

n

1 . . . , ~29!

play pivotal roles in a qualitative understanding of the te
poral profiles of the drift and diffusion coefficients. The gr
dient energy parameterg describes the first order spatia
variation of the average energy through the swarm. Th
quantities in a Burnett function basis are given by

«n5
3

2
kTb

nF12A2

3
Fan

n (100u00)G , ~30!

gn5
3

2
kTb

nF iA2

3
Fan

n ~100u11!G . ~31!

As we can see, solution of the hierarchy to second orde
the density gradients is sufficient to yield all quantities a
dressed in this section.

This ends the general theoretical decomposition of
Boltzmann equation in the time-dependent hydrodynamic
gime. In Sec. II D we discuss the numerical aspects of
solution of hierarchy~18!.

D. Numerical solution of the hierarchy

1. Truncation, convergence, and choice of Tb

Numerical solution of Eq.~18! requires truncation of then
and l summations to manageably finite valuesnmax and l max,
respectively. The values ofl max andnmax required to satisfy
some convergence criteria represent the deviation of the
locity distribution from spherical symmetry and the deviati
of the speed distribution from a Maxwellian distribution
Tb ~in some sense!, respectively. In general, a singleTb is
sufficient only to ensure convergence over a limited range
E/n0 or equivalently«. Hence in time-dependent situation
where the field~or mean energy! falls outside these limits,
the use of a single basis temperature will in general fail. F
quite general applications, the weighting function must s
sequently be allowed to vary in time to accommodate th
The scheme for computing the basis temperature at each
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must be fully automated and self-consistent, and minim
the number of basis temperatures used~since the evaluation
of the collision matrix for eachTb is computationally expen
sive!. At a given time step, we assume an initial estimate
the basis temperature to be that from the previous time s
The convergence in then index is then considered over
range ofnmax values. Failure to meet the convergence crite
results in a newTb , and the convergence checks are
peated. We alternately iterateTb either side away from the
initial estimate ofTb until the convergence criteria is sati
fied. This technique ensures a predefined accuracy of
transport coefficients and/or distribution function coefficie
in the n index for a definedl max value. The value ofl max is
then incremented until some convergence criteria is satis
over the whole temporal profile.

2. Form and solution of the hierarchy

Solution for the transport coefficients under considerat
~up to diffusion in the presence of nonconservative p
cesses! requires the solution of five members of the hierarc
determined by (s,l,m)5(0,0,0), ~1,1,0!, ~1,1,1!, ~2,0,0!,
and~2,2,0!. The order of solution of members~defined by the
m index! within a given level of the hierarchy@defined by
~s, l!# is arbitrary.

In contrast to the steady state, the spatially homogene
member of the hierarchy (s,l,m)5(0,0,0) represents a sys
tem of coupled nonlinear equations, and is solved iterativ
for the momentsFan

n (n lmu00) and the loss rateRa . This

technique was found to be robust, and forms a first test
the suitability of the chosenTb . The remaining members o
the hiearchy can be solved via direct numerical inversi
The coefficient matrix exhibits a tridiagonal block structu
with off-diagonal blocks sparse. We employ a sparse ma
routine to exploit this property.

3. Collision operators and calculation of the collision matrix

For elastic interactions we use the original Boltzmann c
lision operator@29#, while for inelastic and superelastic co
lision we prefer the semiclassical generalization of Wa
Changet al. @30#. The attachment and ionization collisio
operators employed are detailed in Ref.@21#. No restriction
is made concerning the anisotropy of the scattering cro
sections.

The calculation of the collision matrix for the ‘‘two
temperature’’ moment theory has been developed ex
sively over the last 20 years, and is quite general in its
plicability. In particular we use the elegant Talm
transformation methods of Kumar@31#, which allow the
separation of mass and interaction effects. This is part
larly important in that we are not restricted to small ma
ratios m/m0 , and as such the code is applicable to ions
well ~subject to the applicability of the two-temperatu
theory!. A discussion of the calculation of the collision m
trix is beyond the scope of this paper, and the reader is
ferred to Refs.@31,32#.

III. RESULTS

In this section we investigate the transport properties
an isolated swarm undergoing model attachment and ion
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tion interactions with a series of gases under the influenc
an ac electric field. The motivation for employing mod
swarm-particle-neutral molecule interactions lies in the f
that they can provide an unambiguous test of the validity a
accuracy of various theories, since cross sections are sp
fied analytically. In addition, by virtue of the simple form o
the cross sections in these models, they provide a mean
isolate and elucidate physical phenomena and proce
which occur in real systems but which may be obscured
other interaction processes present. It must be emphas
however, that the theory and associated computer code
equally valid for real cross sections. The emphasis of th
section is the observation and physical interpretation of
properties of the instantaneous and cycle-averaged value
transport coefficients. In doing so, we hope to provide ben
marks for future investigations of charged particle swarms
ac electric fields.

The quantities calculated in the following sections a
functions of reduced angular frequency (v/n0 , wherev is
the angular frequency of the electric field andn0 is the neu-
tral number density!. Typical plasma processing condition
~e.g., pressure of 0.1 Torr and a frequency of 13.56 MH
with a neutral gas temperatureT05293 K) correspond to a
value of the reduced angular frequency of 2.6310214

rad m3 s21!.

A. Power law attachment model

The power law attachment model is defined by@22#

sel~e!510e21/2 Å 2 ~elastic cross section!,

sA~e!5aep Å 2 ~attachment cross section!,

E/n050.4 cosvtTd where 1 Td510221 V m22,
~32!

m0516 amu,

T05293 K,

wheree is in units of eV. All scattering is assumed isotropi
The validity of the time-dependent code was established
applying it to the steady state dc electric field problem. A
curacies to within 0.1% were found for all coefficients ov
all values of thea andp considered.

In Figs. 1–7 we display the variation of the period
steady state profiles of the transport properties for electr
in the model attaching gas for various attachment amplitu
and field frequencies. We display only the power lawsp
50.5 and21. The benchmark for this gas is the case wh
p521/2. Here the attachment collision frequency is ind
pendent of energy and all transport coefficients and trans
properties@aside from the attachment rateRa(t)# were found
to be independent of the attachment amplitude. In addit
the bulk transport coefficients were found to be equal to
flux coefficients @i.e., W(t)5W(* )(t), n0DL(t)5n0DL

(* )

3(t), andn0DT(t)5n0DT
(* )(t)#. This result and the origins

of it are well known for the dc steady state case, and ca
over directly to the ac case. These results support the num
cal integrity of the present code in the presence of attachm
processes.
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FIG. 1. Temporal variation of the spatially homogeneous mean energy for the power law attachment model~32! for various attachment
amplitudes and power laws as a function of applied frequencyv/n0 ~rad m3 s21!: ~a! 1310221, ~b! 1310217, and~c! 1310215.

FIG. 2. Temporal variation of the gradient energy parameter for the power law attachment model~32! for various attachment amplitude
and power laws as a function of applied frequencyv/n0 ~rad m3 s21!: ~a! 1310221, ~b! 1310217, and~c! 1310215.
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FIG. 3. Temporal variation of thea50 drift velocity and bulk drift velocity for the power law attachment model~32! for various
attachment amplitudes and power laws as a function of applied frequencyv/n0 ~rad m3 s21!: ~a! 1310221, ~b! 1310217, and ~c!
1310215.
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Figure 1 shows the temporal variation of the mean ene
«, with attachment amplitude and power law for three a
plied reduced angular frequenciesv/n0 . The conservative
case is represented by thea50 profile. Consider the low-
frequency case@Fig. 1~a!#. For p50.5, the attachment colli
sion frequency increases with energy. This preferential
tachment of the higher energy electrons gives rise to
phenomenon of attachment cooling~i.e., the reduction in the
mean~or swarm averaged! energy due to attachment! @22#.
The cooling action is strengthened with increasing atta
ment amplitude. In contrast, forp521, the attachment col
lision frequency decreases with energy and the predomi
removal of the lower energy electrons result in an increas

FIG. 4. Schematic representation of a pulse of charged part
drifting in a dc electric field with center-of-mass velocityW. The
mean energye(z,t) is also shown in a schematic way.
y
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the mean energy, i.e., attachment heating. The variation
these profiles with frequency, i.e., the reduction in the a
plitude of the modulation and the increase in the phase
with respect to the field, follows directly from well know
arguments~see, e.g., Refs.@6, 8–12, 15–18, 33#!. They es-
sentially result from the inability of the swarm averag
properties to respond~here with a time scale ofne

21 wherene

is the energy transfer collision frequency! to changes in the
field ~a time scale ofv21). However, we note the sma
variations in the amplitude of oscillations and phase lag w
power law and attachment amplitude, which correspond

es
FIG. 5. Schematic representation of a pulse of charged parti

in response to a change in the field direction whereW(* ) and all
local instantaneous drift velocities along the pulse have chan
sign beforeg.
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FIG. 6. Temporal variation of the attachment free and bulk longitudinal diffusion coefficients for the power law attachment mod~32!
for various attachment amplitudes and power laws as a function of applied frequencyv/n0 ~rad m3 s21!: ~a! 1310221, ~b! 1310217, and~c!
1310215.
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the variation in the total energy transfer collision frequen
with a andp.

The temporal variation of the gradient energy parameteg
has important implications for the temporal profiles of t
bulk drift velocity considered later. In the steady state
case, it is well known that the average energy of the swa
increases through the swarm in the direction of the drift@16–
18,34,35#, since electrons at the front of the swarm ha
generally fallen through a greater potential. This carries
rectly over to the quasi-dc or low-frequency regime@viz. the
a50 profile in Fig. 2~a!#. In this frequency regime, for at
tachment coolingp50.5, as expected the preferential r
moval of high energy electrons from the front of the swa
results in a suppression of the spatial variation in the ene
through the swarm while the converse applies for attachm
heating. Independent of the power law considered, an
crease in the frequency of the applied field results in a
crease in the amplitude of modulation and an increase in
phase lag with respect to the field, indicating an inability
this parameter to relax fully before the field changes. M
specifically we note that the relaxation time associated w
this parameter is decreased with increasinga for attachment
cooling, while the converse applies for attachment heat
These results are indicated by the appropriate phase lags
important to note that, in the high frequency limit@viz. Fig.
2~c!#, independent of the power law, the amplitude of t
spatial variation of the average energy through the sw
decreases rapidly to zero. Essentially, in the high freque
regime, there is insufficient time for any spatial variation
y

c
m

i-

y
nt
n-
-
e

f
e
h

g.
t is

m
y

be generated before the field changes, and thus~to first order
in spatial gradients! the average energy is constant throug
out the swarm.

The temporal profiles of the bulk drift velocity are dis
played in Fig. 3. For both power law models, over the ran
of attachment amplitudes considered here, there is l
variation in W(* ) with a, indicating the implicit effect of
attachment on the drift velocity is weak for this model. T
flux drift velocity is thus approximately equal to the dri
velocity when conservative processes only are present.
clarity we present only the conservative property in Fig
and not the various flux drift profiles.

In the low frequency regime@viz. Fig. 3~a!#, for attach-
ment cooling (p50.5) the instantaneous bulk drift velocit
has a lower magnitude as compared with the flux drift vel
ity, and the amplitude of bulk drift velocity decreases wi
increasing attachment amplitude. The converse applies
attachment heating. The origin of this behavior is w
known in dc steady state systems, and carries directly ove
the quasi-dc regime@22,35,36#. There exist two component
which contribute to the bulk drift velocity~or equivalently
velocity of the center of mass~CM! of the swarm!: ~1! the
net transport of the CM of the swarm brought about solely
the electric field force (W(* )); and ~2! the net transport of
the CM of the swarm brought about by energy selective n
uniform creation or annihilation@S(1)(t)#. Figure 2~a! shows
that the spatial variation of the average energy increa
through the swarm in the direction of the drift velocity an
this is portrayed schematically in Fig. 4. For attachme
cooling p50.5, preferential attachment of the higher ener
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FIG. 7. Temporal variation of the attachment free and bulk transverse diffusion coefficients for the power law attachment mode~32! for
various attachment amplitudes and power laws as a function of applied frequencyv/n0 ~rad m3 s21!: ~a! 1310221, ~b! 1310217, and~c!
1310215.
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electrons from the front of the swarm will result in a shiftin
of the center of mass of the swarm in a direction opposite
the flux drift velocity ~or equivalently the electric field
force!. The decrease in the magnitude of the bulk~CM! ve-
locity of the swarm as compared with the flux drift veloci
at all phases of the field then follows. Conversely, forp5
21.0, preferential attachment of the lower energy electr
from the tail of the swarm acts to shift the center of mass
the direction of the flux drift~electric field force!, and sub-
sequently the magnitude of the bulk drift velocity at a
phases of the field is increased as compared with the
drift velocity profile. At this frequency, at phases whereE
50, g50, and henceW5W(* ).

When the frequency of the applied field is increased ho
ever @viz. Fig. 3~b!#, anomalous properties arise. For attac
ment cooling (p50.5), the bulk drift velocity has a ‘‘nega
tive’’ phase lag with respect to the applied field, i.e., the b
drift velocity appears to preempt changes in the field. T
negative phase lag increases for increasing attachment
plitudes. In contrast for attachment heating (p521.0), we
have a positive phase lag in spite of the applied freque
satisfying the criterionv/n0!nm /n0 over the entire cycle of
the field. The traditional explanations for describing t
variation of the drift velocity with frequency appear to fa
under these circumstances. This phenomenon arises from
inability of the spatial variation of the average energy
relax sufficiently quickly to follow changes in the field a
shown in Fig. 2~b!. Let us consider only attachment coolin
initially ( p50.5). As the field decreases in magnitude,
situation is reached where the inability ofg(t) to relax re-
o

s
n

x

-
-

s
m-

y

the

sults in the magnitude of net motion of the center of ma
brought about only by preferential attachment of low ene
electrons being greater in magnitude and opposite in di
tion ~as discussed previously! to the net drift brought abou
by the field. The center-of-mass drift velocity thus chang
direction before the field changes and the negative phase
in the bulk drift velocity for this model follows. Essentiall
~for nm@v), the flux drift velocity is in phase with the field
while the nonconservative component of the bulk drift velo
ity is in phase withg(t). In the phase of the field wher
W(* )(t)g(t).0 ~portrayed schematically in Fig. 5!, we have
the anomalous situation where the flux drift veloci
W(* )(t) and the net transport brought out by preferent
attachment of high energy electrons are in the same di
tion. As a result in this phase,uW(* )(t)u,uW(t)u, in contrast
to steady state dc results. The instantaneous bulk and
drift velocity are equal at phases of the field whereg(t)
50. Here no preferential spatial annihilation exists, and s
sequently no motion of the center of mass of the electr
can result. Similar arguments can be used to explain the ‘
hanced positive’’ phase lag in the drift velocity for attac
ment heating.

In the high frequency regime it is evident from Fig. 3~c!
that instantaneously thebulk drift velocity approaches the
flux drift velocity, for both attachment power laws and a
attachment amplitudes considered here. We predict this p
nomenon is independent of nonconservative processe
high frequencies. Physically, at these frequencies there is
sufficient time for any spatial variation in the average ene
to be established at any phase of the cycle@viz. Fig. 2~c!#.
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Subsequently, there is no preferential spatial attachm
from any region of the swarm, and it follows that there is
net motion of the center of mass brought about by nonc
servative processes.

To conclude our discussion of attachment processes i
electric fields, we comment on the temporal profiles of
bulk and flux longitudinal and transverse diffusion coef
cients shown in Figs. 6 and 7, respectively. The variation
the flux diffusion coefficients with attachment amplitud
power law and frequency~i.e., the implicit effect of attach-
ment on diffusion! reflect those associated with the me
energy. Until recently@37#, very little was known concerning
the physical origins of the variation of the bulk diffusio
coefficients with nonconservative processes, even for
steady state dc case. These variations are associated wit
only first order spatial variation of the average energy~g!,
but also second order symmetric variations and involve
coefficients associated with a second order expansion o
average energy@Eq. ~29!#. At this stage we do not attempt t
explain the phenomenon associated with the bulk diffus
coefficients, but merely highlight some interesting pheno
ena associated with them. We note bothn0DL and n0DT
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show an enhancement or reduction in the cycle-avera
value with attachment amplitude for attachment heating
cooling at low frequencies. The modulation of all profile
decreases to zero in the high frequency limit. Importan
our results indicate the inadequacies of assuming an isotr
diffusion tensor; there are appreciable differences in am
tude and phase of the profiles for diffusion parallel and p
pendicular to the electric field. The temporal profile ofn0DT

has a greater phase lag with respect to the field as comp
with n0DL . At low frequencies@viz. Fig. 6~a!#, it is also
interesting to note the antiphase behavior inn0DL(t) for at-
tachment cooling anda5131021 Å 2 ~eV!21/2, as compared
with lower attachment amplitudes forp50.5 and all attach-
ment amplitudes ofp521.0. Importantly, the instantaneou
bulk diffusion coefficients approach the instantaneousflux
diffusion coefficients as frequency is increased.

B. Ionization model of Lucas and Saelee

For the consideration of ionization processes we emp
the benchmark model of Lucas and Saelee@38#:
sel~e!54e21/2 Å 2 ~elastic cross section!,

sex~e!5H 0.1~12F !~e215.6! Å 2, e>15.6 eV ~inelastic cross section!

0, e,15.6 eV,

s I~e!5H 0.1F~e215.6! Å 2, e>15.6 eV ~inonization cross section!

0, e,15.6 eV,

P~q,e8!51, ~33!

m/m051023,

E/n0510 cosvtTd,

T050 K.
ed
h-
t of
ef-
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ate
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t of
is
the
an
Heree is defined in units of eV. Elastic and inelastic scatt
ing is assumed to be isotropic. For ionization our collisi
operator assumes a zeroth order trunction in the mass
m/m0 . The ionization partition functionP(q,e8) then de-
scribes the partitioning of the available energy between
scattered and ejected electrons. When set to unity indic
that all fractions of the distribution of the energy availab
after the ionization process are equally probable. For the
ionization rates consider here, the transport coefficients
relatively insensitive to the values of this partitioning fun
tion. For high ionization rates, an accurate knowledge of
partitioning of the available energy between the incident a
ejected electrons is required@22#. This model has been ex
tensively investigated in dc steady state syste
@22,36,38,39#.

It is common in the literature on ac swarms to find io
ization processes simply treated as a another inelastic pro
~see, e.g., Refs.@8,11# and others!. Subsequently, discussion
-

tio

e
es

w
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ess

on the effect of ionization on relaxation are generally fram
in terms of a single ionization collision frequency. Mat
ematically this quantity represents only the inelastic effec
an ionization process and does not consider the explicit
fect of the ejected electron. The interesting aspect of
model is that the total cross section~elastic, inelastic, and
ionization! is constant independent of the parameterF. This
model thus represents a good test on the validity of such
assumption.

The variation of the mean energy and the ionization r
with frequency for three values of the parameterF are dis-
played in Figs. 8~a! and 8~b!, respectively. The phenomeno
of ionization cooling of the swarm is well known@22,36# in
dc electric fields, and is shown in Fig. 8~a! to carry over
directly to the ac case. This phenomenon is independen
the functional form of the ionization cross section, but
strengthened with increasing ionization rate. Essentially,
available post-collision energy is now distributed over
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FIG. 8. Temporal variation of~a! spatially homogeneous mean energy, and~b! ionization rate for the Lucas-Saelee ionization model~33!
for various values ofF and applied frequenciesv/n0 ~rad m3 s21!.
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increased number of electrons, and the average energy o
swarm must therefore decrease. At higher frequencies
amplitude of modulation and the phase lags for varyingF
values are considerably different, yet the total cross sec
remains constant. These indicate that ionization has a sig
cant influence on the relaxation properties of the swarm e
for the low ionization rates considered here. We should e
phasize that the variation of the phase lag withF is not just
an implicit effect on the relaxation time due to the cooli
action of ionization. The phase lagreduceswith increasing
ionization, in contrast to the increase in the relaxation ti
~decrease in the inelastic collision frequency! which would
be associated with the cooling effect.

As for the attachment case considered in Sec. III A,
temporal variation of the gradient energy parameter is p
otal to discussions of the bulk and flux drift velocities. Th
parameter is displayed in Figs. 9~a! and 9~b!. The profile in
Fig. 9~a! shows the signature effect of threshold inelas
processes with the significant reduction in the magnitude
g(t). We also observe that increasingF acts to further re-
duce the spatial variation in the average energy through
swarm. In addition to the inelastic nature of ionization sc
terings, the residual incident energy is also essentially sh
between the scattered and ejected electrons. Both proce
act to reduce the average energy in that region of config
tion space where the ionization process has occurred. For
model, ionization occurs predominantly at the leading ed
of the swarm and the reduction in the spatial variation in
average energy through the swarm due to ionization follo
Using similar arguments, it follows at higher frequencies,
phase lag ofg(t) is reduced with increasingF, as shown in
Fig. 9~b!.
the
he

n
ifi-
n
-

e

e
-

f

he
-
ed
ses
a-
his
e
e
s.
e

Figures 10~a! and 10~b! display the flux and bulk drift
velocity at two different applied frequencies for three valu
of F. For this model, the implicit effect of ionization on th
drift velocity is weak, and the flux components for bothF
values are essentially equal to theF50 profiles. As expected
in the phases of the field where the ionization rates are l
the bulk and flux drift velocities are equal. We observe
increase in the instantaneous values of the bulk drift as c
pared with the flux drift whenF, and hence the ionization
collision frequency is increased. Here, since the ionizat
collision frequency increases with energy, in general m
electrons are created at the front of the swarm and thus
ionization processes act to shift the center of mass of
swarm in the direction of the flux drift. At higher frequencie
we note a phase shift in the region where the flux and b
drift differ due to the phase shift in the ionization rate wi
respect to the electric field as shown in Fig. 8~b!. We also
note an increase in the amplitude of the bulk drift veloc
profiles with frequency. This increase is a result of the
crease~between the two applied frequencies! in the instanta-
neous values ofg(t) in the phases of the field where signifi
cant ionization processes occur. We expect that only w
the frequency of the applied field is such that there is sign
cant ionization processes acting when the field changes
rections will there be a positive phase lag in the bulk d
velocity, for reasons similar to those discussed in Sec. III

The flux and bulk longitudinal diffusion coefficients ar
displayed for this model in Figs. 11~a! and 11~b! for two
frequencies. As for the attachment model, the flux diffus
coefficients essentially follow the same variation with fr
quency andF as that shown by the mean energy. For th
model, bulk longitudinal~as well as transverse! diffusion is
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FIG. 9. Temporal variation of the gradient energy parameter for the Lucas-Saelee ionization model~33! for various values ofF and
applied frequenciesv/n0 ~rad m3 s21!: ~a! 1310218; ~b! 1310216.
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enhanced in the regions where significant ionization occ
For higher frequencies, the appearance of a spike in the
longitudinal diffusion profiles is indicative of an inability o
the transport property to relax in combination with a no
monotonically relaxing transport property. To understa
this variation fully, one must return to and understand
relaxation characteristics associated with this coefficient~see
Ref. @33# for a detailed discussion!.

IV. CONCLUDING REMARKS

In this work we have presented a systematic investiga
of the influence of nonconservative collisional processes
transport coefficients of charged particles in gases under
influence of an ac electric field at various applied frequ
cies. We have~1! presented a time-dependent multiterm s
lution of Boltzmann’s equation under nonconservative c
ditions; ~2! acknowledged the existence of the tim
dependent hydrodynamic regime and the conditions un
which it can be expected to apply;~3! demonstrated the dif
ferences which can exist between the bulk and flux trans
coefficients and the origin of these differences;~4! demon-
strated and interpreted physically the phenomenon of
anomalous negative phase lag, in which the drift veloc
preempts changes in the direction of the electric field; a
~5! systematically determined the importance of consider
the effect of the ejected electron on the temporal profiles
the transport properties undergoing ionization processe
should be emphasized that the flux and bulk transport p
erties can vary substantially from one another, and theo
s.
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which approximate the bulk transport coefficients by the fl
transport properties are in general not only wrong in mag
tude but also in the phase lags of the temporal profiles. I
only in the very high frequency regime that we have fou
the bulk and flux transport properties coincide.

The theory and mathematical machinery developed in
work has recently been applied to the space and time m
elling of rf parallel plate discharges, incorporating the effe
of space-charge through a multiterm solution of Boltzman
equation for both the electron and ion species in the d
charge. This remains the focus of our future investigation
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APPENDIX: EXISTENCE
OF THE HYDRODYNAMIC REGIME

It was acknowledged in Sec. II A that certain assumptio
are involved in obtaining the functional form of flux~5! from
the assumed functional form of the phase-space distribu
function ~4!. In this section we do not attempt a rigorou
proof as to the exact conditions on the validity of the tim
dependent hydrodynamic regime, but rather highlight~in the
context of the two-term approximation! some of the condi-
tions required in order to validate the flux expansion in S
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FIG. 10. Temporal variation of the flux and bulk drift velocity for the Lucas-Saelee ionization model~33! for various values ofF and
applied frequenciesv/n0 ~rad m3 s21!: ~a! 1310218; ~b! 1310216.
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II A from the functional form of distribution~4!. Other more
formal discussions on the transition to a hydrodynamic
scription in dc electric fields are given in Ref.@43#. The
extension to ac electric fields at this stage seem diffic
However, Robson and Makabe@44# investigated the transi
tion to the periodic steady state~where all transients hav
decayed away, and all properties oscillate at the field
quency or harmonics thereof!, using the analytically solvable
BGK model.

The starting point is the ‘‘two-term’’ approximation of th
spherical harmonic representation of the Boltzmann equa
~1!. For simplicity it is assumed that density gradients a
parallel to the field direction, thus maintaining axial symm
try in velocity space. Under such conditions we have

]F0

]t
1

c

3

]F1

]z
1

a~ t !

3 F ]

]c
1

2

cGF152J0F0 , ~A1!

]F1

]t
1c

]F0

]z
1a~ t !

]F0

]c
52J1F152nmF1 , ~A2!

wherenm is the momentum transfer collision frequency a

Fl[Fl(z,c,t)5 i lA2l 11

4p
f 0

~ l !~z,c,t !. ~A3!

Solution of Eq.~A2! for F1 yields
-

t.

-

n
e
-

F1~z,c,t !5F1~z,c,0!expH 2E
0

t

nm@e~ t8!dt8#J
2E

0

t

expH 2E
0

t

nm(e~ t2t8!)dt8J
3Fc

]F0

]z
(z,c,t2t)

1a~ t2t!
]F0

]c
~z,c,t2t!Gdt. ~A4!

The equivalent of Eq.~4! in terms of the renormalized quan
tities is

Fl~z,c,t !5Fl
~0!~c,t !n~z,t !2Fl

~1!~c,t !
]n

]z
~z,t !1¯ .

~A5!

An implicit assumption associated with this particular expa
sion is that the spatial-dependence is controlled only by
instantaneous number density.~This is a sufficient, butnot a
necessary condition for the existence of the hydrodyna
regime!. In what follows we investigate the restrictions im
plied by this instantaneous density approximation.

Substitution ofl 50 form of Eq.~A5! into Eq.~A4! yields
~to first order in the density gradient!



ee

7470 PRE 60R. D. WHITE, R. E. ROBSON, AND K. F. NESS
FIG. 11. Temporal variation of the bulk and flux longitudinal diffusion coefficient for the Lucas-Saelee ionization model~33! for various
values ofF and applied frequenciesv/n0 ~rad m3 s21!: ~a! 1310218; ~b! 1310216. It should be emphasized that the flux and ionization fr
F50 profiles are essentially the same in this figure.
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F1(z,c,t)5F1~z,c,0!expH 2E
0

t

nm(e~ t8!)dt8J
2E

0

t

expH 2E
0

t

nm(e~ t2t8!)dt8J
3H Fa~ t2t!

]F0
~0!

]c
~c,t2t!Gn~z,t2t!

1FcF0
~0!~c,t2t!1a~ t2t!

]F0
~1!

]c
~c,t2t!G

3
]n

]z
~z,t2t!J dt. ~A6!

Thus, under a strict nonstationary two-term treatment,
observe thatF1(z,c,t) satisfies a time-dependent hydrod
namic description, i.e., the spatial dependence is descr
by a linear functional of the number density. We note, ho
ever @given a time-dependent density gradient expansion
F0(z,c,t)#, that the spatial dependence ofF1(z,c,t) ~and
hence the charged-particle flux! is not a function of the in-
stantaneous number density, and is not directly expressib
the time-dependent density gradient expansion~A5! without
additional assumptions. The spatial dependence ofF1(z,c,t)
is nonlocal in time. We now investigate the additional a
sumptions required to reduce Eq.~A6! to the l 51 form of
the density gradient expansion~A5!.

For simplicity we assume a constant collision frequen
model ~though the arguments are easily extendable to
e

ed
-
f

in

-

y
e

other models!. The first term represents the explicit effects
the initial condition. For times greater thannm

21, the effects
of initial conditions can be neglected. Fort@t,

n(z,t2t)5(
j 50

`
t j

j !

] jn~z,t !

]t j 'n~z,t !

if t!S 1

n~z,t !

]n~z,t !

]t D 21

,

~A7!

]n~z,t2t!

]z
5(

j 50

`
t j

j !

]

]z S ] jn~z,t !

]t j D'
]n~z,t !

]z

if t!S 1

]n~z,t !/]z

](]n~z,t !/]z)

]t D 21

.

Since the dominant contribution to the integration in E
~A6! arises fort<nm

21 it follows from Eqs. ~A7! that if
n(z,t) and its spatial derivatives vary on a time scale le
thannm

21, i.e.,

F 1

]kn~z,t !/]zk

]

]t S ]kn~z,t !

]zk D G21

!nm
21, ~A8!

a time-dependent density-gradient expansion ofF1(z,c,t)
~and thus the charged-particle flux! follows:
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F1~z,c,t !52E
0

t

expH 2E
0

t

nm(e~ t2t8!)J
3Fa~ t2t!

]F0
~0!

]c
~c,t2t!Gdt n~z,t !

2E
0

t

expH 2E
0

t

nm(e~ t2t8!)dt8J
3FcF0

~0!~c,t2t!1a~ t2t!
]F0

~1!

]c

3~c,t2t!Gdt
]n

]z
~z,t !, ~A9!
be

,
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E

.
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-

. J
We are not claiming this to be a rigorous proof as to t
conditions required for the existence of the time-depend
hydrodynamic regime, but it serves to highlight that the e
istence of this regime is dependent solely on the timesc
for variation of the number density. We note our argume
to this stage are independent of the form of the applied fie
The physical interpretation associated with restrictions~A7!
~to first order in the density gradients! are easily understood
~i! the loss rate must be less than the momentum tran
collision frequency; and~2! the distance drifted by the
swarm over a time of the order of the momentum relaxat
time must be less than the length scale for spatial inhomo
neity. These restrictions can be generalized to higher o
coefficients, and are independent of the temporal form of
applied field.
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